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Abstract

The paper presents the Position Specific Posterior Lattice (PSPL), a novel lossy representation of automatic speech recognition lattices that naturally lends itself to efficient indexing and subsequent relevance ranking of spoken documents. This technique explicitly takes into consideration the content uncertainty by means of using soft-hits. Indexing position information allows one to approximate N-gram expected counts and at the same time use more general proximity features in the relevance score calculation. In fact, one can easily port any state-of-the-art text-retrieval algorithm to the scenario of indexing ASR lattices for spoken documents, rather than using the 1-best recognition result.

Experiments performed on a collection of lecture recordings—MIT iCampus database—show that the spoken document ranking performance was improved by 17–26% relative over the commonly used baseline of indexing the 1-best output from an automatic speech recognizer (ASR).

The paper also addresses the problem of integrating speech and text content sources for the document search problem, as well as its usefulness from an ad hoc retrieval—keyword search—point of view. In this context, the PSPL formulation is naturally extended to deal with both speech and text content for a given document, where a new relevance ranking framework is proposed for integrating the different sources of information available. Experimental results on the MIT iCampus corpus show a relative improvement of 302% in Mean Average Precision (MAP) when using speech content and text-only metadata as opposed to just text-only metadata (which constitutes about 1% of the amount of data in the transcription of the speech content, measured in number of words). Further experiments show that even in scenarios for which the metadata size is artificially augmented such that it contains more than 10% of the spoken document transcription, the speech content still provides significant performance gains in MAP with respect to only using the text-metadata for relevance ranking.
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1. Introduction

Ever increasing computing power and connectivity bandwidth together with falling storage costs result in an overwhelming amount of data of various types being produced, exchanged, and stored. Consequently,
search has emerged as a key application as more and more data are being saved (Church, 2003). Text search in particular is the most active area, with applications that range from web and private network search to searching for private information residing on one’s hard-drive.

Speech search has not received much attention due to the fact that large collections of untranscribed spoken material have not been available, mostly due to storage constraints. As storage is becoming cheaper, the availability and usefulness of large collections of spoken documents is limited strictly by the lack of adequate technology to exploit them.

Manually transcribing speech is expensive and sometimes outright impossible due to privacy concerns. This leads us to exploring an automatic approach to searching and navigating spoken document collections.

Our current work aims at extending the standard keyword search paradigm from text documents to spoken documents. In order to deal with limitations of current automatic speech recognition (ASR) technology we propose an approach that uses recognition lattices—which are considerably more accurate than the ASR 1-best output.

A novel contribution is the use of a representation of ASR lattices which retains only position information for each word. The Position Specific Posterior Lattice (PSPL) (Chelba and Acero, 2005) is a lossy but compact representation of a speech recognition lattice that lends itself to the standard inverted indexing done in text search—which retains the position as well as other contextual information for each hit. Due to the use of integer position bins for every word in the ASR lattice, the PSPL representation allows one to port to the speech scenario any relevance ranking function originally devised for text documents.

Another novel aspect of the current work is the evaluation methodology used: since our aim is to bridge the gap between text and speech-grade search technology, we take as reference the output of a text retrieval engine that runs each query on the manually transcribed documents, rather than the spoken ones. We then evaluate spoken document retrieval (SDR) performance by measuring Mean Average Precision (MAP) with respect to this set of relevant documents, rather than using costly manual annotations of relevant documents, as in the TREC evaluations.

Our experiments are carried out on a collection of about 200 h of speech split into roughly 170 documents made available by MIT under the iCampus project. The speech is recorded in realistic conditions using a lapel microphone and no domain-specific tuning or adaptation techniques have been employed in the results reported here, leading to a very high word error rate (WER)—approximately 50% using a state-of-the-art large vocabulary speech recognition engine trained for desktop dictation.

Experiments carried out in this setup show an encouraging 17–26% relative improvement in MAP over the baseline obtained by indexing the 1-best ASR output.

Spoken document collections usually have metadata is text information alongside the spoken documents. On one hand, the text metadata is deterministic, very limited in size, and very likely differs from the actual spoken transcription which may limit its relevance to the content of the document. On the other hand, the speech recognition output is a noisy representation of the underlying lexical content and therefore we need to deal with content document uncertainty. Consequently, an approach that optimally integrates these two sources of information is desirable.

We propose a simple method for integrating text metadata and speech content for the spoken document retrieval problem and we investigate how much performance gain is provided by the spoken document material with respect to a baseline system that uses only the text-metadata for document search.

We present experimental evidence supporting the fact that the spoken content provides significant improvement in performance—approximately 300% relative MAP—with respect to the scenario where only text metadata are considered for relevance ranking. Surprisingly, this result is obtained using an ASR system with high WER.

2. Related work

The main research effort aiming at SDR was centered around the SDR-TREC evaluations (Garofolo et al., 2000), although there is a large body of work in this area prior to the SDR-TREC evaluations, as well as more recent work outside this community. Most notable are the contributions of Brown et al. (1996) and James (1995).
One problem encountered in work published prior or outside the SDR-TREC community is that it does not always evaluate performance from a document retrieval point of view—using a metric like MAP or similar—but rather uses word-spotting measures, which are more technology- rather than user-centric. We believe that ultimately it is the document retrieval performance that matters and the word-spotting accuracy is just an indicator for how a SDR system might be improved.

The TREC–SDR 8/9 evaluations—(Garofolo et al., 2000, Section 6)—focused on using Broadcast News speech from various sources: CNN, ABC, PRI, Voice of America. About 550 h of speech were segmented manually into 21,574 stories each comprising about 250 words on the average. The approximate manual transcriptions—closed captioning for video—used for SDR system comparison with text-only retrieval performance had fairly high WER: 14.5% for video and 7.5% for radio broadcasts. ASR systems tuned to the Broadcast News domain were evaluated on detailed manual transcriptions and were able to achieve 15–20% WER, not far from the accuracy of the approximate manual transcriptions.\(^1\)

In order to evaluate the accuracy of retrieval systems, search queries—“topics”—along with binary relevance judgments were compiled by human assessors for each of the 21,574 retrieval units—“documents”.

SDR systems indexed the ASR 1-best output and their retrieval performance—measured in terms of MAP—was found to be flat with respect to ASR WER variations in the range of 15–30%.

Simply having a common task and an evaluation-driven collaborative research effort represents a huge gain for the community. There are shortcomings, however, to the SDR-TREC framework. The recognizers are heavily tuned for the domain leading to very good ASR performance. It is well known that ASR systems are very brittle to mismatched training/test conditions and it is unrealistic to expect error rates in the range 10–15% when decoding speech mismatched with respect to the training data. It is thus very important to work at an ASR operating point which has higher WER. In our work we have used a standard dictation ASR engine whose language model has been trained on newswire text and the acoustic model was trained on wide-band continuous speech, see Section 4.1 for details, resulting in an ASR operating point of 50% WER.\(^2\)

Also, the out-of-vocabulary (OOV) rate was very low, below 1%. Since the “topics”/queries were long and stated in plain English rather than using the keyword search scenario, the query-side OOV (Q-OOV) was very low as well, an unrealistic situation in practice. Woodland et al. (2000) evaluates the effect of Q-OOV rate on retrieval performance by reducing the ASR vocabulary size such that the Q-OOV rate comes closer to 15%, a much more realistic figure since search keywords are typically rare words. They show severe degradation in MAP performance—50% relative, from 44 to 22.

The ability to deal in an effective way with OOV query words is an important issue. The most common approach is to represent both the query and the spoken document using sub-word units—typically phones or phone \(n\)-grams—and then match sequences of such units. In his thesis, Ng (2000) shows the feasibility of sub-word SDR and advocates for tighter integration between ASR and IR technology. His approach was to index phone \(n\)-grams appearing in ASR N-best lists. This work also focused on Broadcast News speech, thus benefiting from unrealistically superior ASR performance. Similar conclusions are drawn by the excellent work in Siegler (1999).

As pointed out in Logan et al. (2002), word level indexing and querying is still more accurate and thus more desirable, were it not for the OOV problem. The authors argue in favor of a combination of word and sub-word level indexing. Another problem pointed out by the paper is the abundance of word-spotting false-positives in the sub-word retrieval case, somewhat masked by the MAP measure.

Similar approaches are taken by Seide and Yu (2004,); one interesting feature of this work is a two-pass system whereby an approximate match is carried out on the entire set of documents after which the costly detailed phonetic match is carried out on only 15% of the documents in the collection.
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1 The distribution of errors in manual transcriptions or closed captionings can be very different from the ASR errors, and may have a very different impact on retrieval performance.

2 This is a state-of-the-art recognizer trained for desktop dictation: the language model was trained on a large amount of newswire data and the acoustic model is trained on carefully articulated, wide-band speech; the recognizer achieves a WER of about 10% on matched test data.
More recently, Saraclar and Sproat (2004) proposes an approach that builds an inverted index from ASR lattices—word or phone (sub-word) level—by storing the full connectivity information in the lattice; retrieval is performed by looking up strings of units. This approach allows for exact calculation of n-gram expected counts but more general proximity information (distance-\(k\) skip n-gram, \(k > 0\)) is hard to calculate. No compression of the original lattice is achieved. Their evaluation is focused on word-spotting rather than document retrieval performance.

Siegler (1999) and Saraclar and Sproat (2004) show that making use of more than just the 1-best information—N-best lists, and full ASR lattices, respectively—improves retrieval accuracy.

2.1. Confusion networks

Our soft-indexing approach using PSPL could easily use alternate representations of the ASR lattices such as the one developed by Mangu et al. (2000), where lattice links are approximately binned according to the time span of the link. Both approaches—ours as well as the one in Mangu et al. (2000)—result in approximate word proximity and adjacency representations of the original lattice but have the advantage of compressing it.

Preliminary experiments carried out in our experimental setup showed that simply collapsing all links with the same word, start and end time, respectively, the number of links in the resulting “lattice” (same as number of inverted index entries) was approximately 40% lower than that of the PSPL.\(^3\) Since this is only the initialization step in building confusion networks (Mangu et al., 2000), it is expected that a fully built confusion network may be even smaller. Pruning also reduces the sizes of both confusion networks and PSPL—an index whose size was 15% of the original one achieves very little degradation in MAP accuracy, see Section 3.5.

One possible shortcoming of using the confusion network representation for evaluating hit proximity and adjacency is the presence of the \(\varepsilon\) links which complicate the computation of expected counts for query \(N\)-grams or skip \(N\)-grams. Removing them would result in duplicating the same word across adjacent bins—a drawback of the PSPL representation as well, see Section 4.2, and Fig. 2.

The impact of pruning on retrieval accuracy, the effects of various approximations of hit proximity information—PSPL, confusion networks, or other methods—clearly deserve a more careful evaluation and comparison. The work presented in this paper does not aim at providing the final answer as to what is the best such approximation. Recent work attempts to investigate the different trade-offs involved (Zhou et al., 2006), but that is clearly an interesting area of future research.

An important aspect when attempting such a study is that the current evaluation framework is unable to take into account differences in the reference ranking—which in our case was obtained by running queries against the manually transcribed documents, see Sections 4.1.4 and 5. This shortcoming of the evaluation framework prohibits conclusive results regarding the effects of various lattice compression techniques on proximity and adjacency-based retrieval algorithms.

Before discussing our design decisions it is probably useful to first give a brief presentation of a state-of-the-art text document retrieval engine using keyword search.

3. Soft indexing using position specific posterior probability lattices

3.1. Overview of text indexing and search

Probably the most widespread text retrieval model is the TF-IDF vector model (Baeza-Yates and Ribeiro-Neto, 1999). For a given query \(Q = q_1, \ldots, q_i, \ldots, q_Q\) and document \(D_j\) one calculates a similarity measure by accumulating the TF-IDF score \(w_{i,j}\) for each query term \(q_i\), possibly weighted by a document specific weight:

\[
S(D_j, \bar{Q}) = \sum_{i=1}^{Q} w_{i,j}, \quad w_{i,j} = f_{i,j} \cdot idf_i
\]

\(^3\) Note that each entry in the inverted index built from such a “time-anchored posterior probability lattice” (TAPPL) needs to store both start and end time, which requires more storage than a integer position as in the case of PSPL.
where \( f_{i,j} \) is the normalized frequency of word \( q_i \) in document \( D_j \) and the inverse document frequency for query term \( q_i \) is \( \text{idf}_i = \log \frac{N}{n_i} \) where \( N \) is the total number of documents in the collection and \( n_i \) is the number of documents containing \( q_i \).

The main criticism to the TF-IDF relevance score is the fact that the query terms are assumed to be independent. Proximity information is not taken into account at all. For example, the fact that the words LANGUAGE and MODELING occur next to each other (or not) in a given document is not used for relevance scoring, although the occurrence of the bigram LANGUAGE MODELING is probably more relevant than the combined occurrences of LANGUAGE and MODELING as unigrams. Moreover, the ability to evaluate proximity of query terms on the document side becomes critical if one is willing to enhance the query language such that quoted functionality is to be allowed, e.g. find only documents that contain the phrase “LANGUAGE MODELING”.

Another issue is that query terms may be encountered in different contexts in a given document: title, abstract, author name, font size, etc. For hypertext document collections even more context information is available: anchor text, as well as other mark-up tags designating various parts of a given document being just a few examples. The TF-IDF ranking scheme completely discards such information although it is clearly important in practice.

### 3.1.1. Early Google approach

Aside from the use of PageRank for relevance ranking, the early Google approach also uses both proximity and context information heavily when assigning a relevance score to a given document, see Brin and Page (1998, Section 4.5.1).

For each given query term \( q_i \), one retrieves the list of hits corresponding to \( q_i \) in document \( D \). Hits can be of various types depending on the context in which the hit occurred: title, anchor text, etc. Each type of hit has its own type-weight and the type-weights are indexed by type.

For a single word query, their ranking algorithm takes the inner-product between the type-weight vector and a vector consisting of count-weights (tapered counts such that the effect of large counts is discounted) and combines the resulting score with PageRank in a final relevance score.

For multiple word queries, terms co-occurring in a given document are considered as forming different proximity-types based on their proximity, from adjacent to “not even close”. Each proximity type comes with a proximity-weight and the relevance score includes the contribution of proximity information by taking the inner product over all types, including the proximity ones.

### 3.1.2. Inverted index

Of essence to fast retrieval on static document collections of medium to large size is the use of an inverted index. The inverted index stores a list of hits for each word in a given vocabulary. The hits are grouped by document. For each document, the list of hits for a given query term must include position—needed to evaluate counts of proximity types—as well as all the context information needed to calculate the relevance score of a given document using the scheme outlined previously. For details, the reader is referred to Brin and Page (1998, Section 4).

### 3.2. Position specific posterior probability lattices

As highlighted in the previous section, position information is crucial for being able to evaluate proximity when assigning a relevance score to a given document.

In the spoken document case, however, we are faced with a dilemma. On one hand, using 1-best ASR output as the transcription to be indexed is suboptimal due to the high WER, which is likely to lead to low recall—query terms that were in fact spoken are wrongly recognized and thus not retrieved. On the other hand, ASR lattices do have much better WER—in our case the 1-best WER was 55% whereas the lattice WER was 30%—but the position information is not readily available: it is easy to evaluate whether two words

---

4 Text describing the hypertext link pointing to the given document/web page.
are adjacent but questions about the distance in number of links between the occurrences of two query words in the lattice are hard to answer.

The position information needed for recording a given word hit is not readily available in ASR lattices—for details on the format of typical ASR lattices and the information stored in such lattices the reader is referred to Young et al. (2002). To simplify the discussion let’s consider that a traditional text-document hit for given word consists of just (document id, position)—a pair of integers identifying the document and the position of the query word in the document, respectively.

The occurrence of a given word in a lattice obtained from a given spoken document is uncertain and so is the position at which the word occurs in the document.

The ASR lattices do contain the information needed to evaluate proximity information, since on a given path through the lattice we can easily assign a position index to each link/word in the normal way. Each path occurs with a given posterior probability, easily computable from the lattice, so in principle one could index soft-hits which specify

\[(\text{document id, position, posterior probability})\]

for each word in the lattice. The posterior probability refers to the posterior probability of word \(w\) occurring at position \(\text{position}\), as opposed to the traditional lattice arc posterior probability (regardless of position). Since it is likely that more than one path contains the same word \(w\) in the same position, one would need to sum over all possible paths in a lattice that contain a given word at a given position.

A simple dynamic programming algorithm which is a variation on the standard forward–backward algorithm can be employed for performing this computation. The computation for the backward pass stays unchanged, whereas during the forward pass one needs to split the forward probability arriving at a given node \(n\), \(\alpha_n\), according to the length \(l\)—measured in number of links along the partial path that contain a word; null (\(\epsilon\)) links are not counted when calculating path length—of the partial paths that start at the start node of the lattice and end at node \(n\):

\[
\alpha_n[l] = \sum_{\pi: \text{end}(\pi) = n, \text{length}(\pi) = l} P(\pi)
\]

The backward probability \(\beta_n\) has the standard definition (Rabiner, 1989).

To formalize the calculation of the position-specific forward–backward pass, the initialization, and one elementary forward step in the forward pass are carried out using Eq. (2), respectively—see Fig. 1 for notation:

\[
\begin{align*}
\alpha_n[l + 1] &= \sum_{i=1}^{q} \alpha_n[l + \delta(i, \epsilon)] \cdot P(l_i) \\
\alpha_{\text{start}}[l] &= \begin{cases} 1.0, & l = 0 \\ 0.0, & l \neq 0 \end{cases}
\end{align*}
\]

Fig. 1. State transitions.
The “probability” $P(l_i)$ of a given link $l_i$ is stored as a log-probability and commonly evaluated in ASR using:

$$\log P(l_i) = FLATw \cdot [1/LMw \cdot \log P_{AM}(l_i) + \log P_{LM}(\text{word}(l_i)) - 1/LMw \cdot \log P_{IP}]$$

(3)

where $\log P_{AM}(l_i)$ is the acoustic model score, $\log P_{LM}(\text{word}(l_i))$ is the language model score, $LMw > 0$ is the language model weight, $\log P_{IP} > 0$ is the “insertion penalty” and $FLATw$ is a flattening weight. In $N$-gram lattices where $N \geq 2$, all links ending at a given node $n$ must be labeled with the same word $\text{word}(n)$, so the posterior probability of a given word $w$ occurring at a given position $l$ can be easily calculated using:

$$P(w, l|LAT) = \sum_{n.s.t. \alpha_n[l] > 0} ^\alpha_n[l] \cdot \frac{\beta_n}{\beta_{\text{start}}} \cdot \delta(w, \text{word}(n))$$

(4)

The PSPL is a representation of the $P(w, l|LAT)$ distribution: for each position bin $l$ store the words $w$ along with their posterior probability $P(w, l|LAT)$.

### 3.3. Spoken document indexing and search using PSPL

Speech content can be very long. In our case the speech content of a typical spoken document was approximately 1 hour long. It is customary to segment a given speech file in shorter segments.

A spoken document thus consists of an ordered list of segments. For each segment we generate a corresponding PSPL lattice. Each document and each segment in a given collection are mapped to an integer value using a *collection descriptor file* which lists all documents and segments.

Each soft hit in our index will store:

- position in segment (integer value)
- posterior probability (floating point or quantized value)

The soft hits for a given word are stored as a vector of entries sorted by (document id, segment id). Document and segment boundaries in this array, respectively, are stored separately in a map for convenience of use and memory efficiency.

The soft index simply lists all hits for every word in the ASR vocabulary; each word entry can be stored in a separate file if we wish to augment the index easily as new documents are added to the collection.

#### 3.3.1. Relevance ranking using PSPL representation

Consider a given query $Q = q_1 \ldots q_i \ldots q_Q$ and a spoken document $D$ represented as a PSPL.

The recognized word sequences for the document $D$ clearly belong to the ASR vocabulary $\mathcal{V}$ whereas the words in the query may be out-of-vocabulary (OOV).

Throughout this paper we ignore the out-of-vocabulary problem, and assume that the words in the query are all contained in $\mathcal{V}$; OOV query words are thus mapped to $\text{UNK}$ and cannot be matched in any document $D$.

For all query terms, a 1-gram score is calculated by summing the PSPL posterior probability across all segments $s$ and positions $k$. This is equivalent to calculating the expected count of a given query term $q_i$ according to the PSPL probability distribution $P(w_k(s)|D)$ for each segment $s$ of document $D$. The results are aggregated in a common value $S_{1\text{-gram}}(D, Q)$:

$$S(D, q_i) = \log \left[ 1 + \sum_s \sum_k P(w_k(s) = q_i|D) \right]$$

$$S_{1\text{-gram}}(D, Q) = \sum_{i=1}^{Q} S(D, q_i)$$

(5)

Similar to Brin and Page (1998), the logarithmic tapering off of the expected count is used for discounting the effect of large counts in a given document.

In order to take into account proximity information, this ranking scheme attempts to match $N$-grams present in the query. Similar to the 1-gram case, an expected tapered-count is calculated for each $N$-gram.
The scores of different proximity types, one for each $N$-gram order allowed by the query length, are then combined by taking the inner product with a vector of weights:

$$S(D, \overline{q}) = \sum_{N=1}^{Q} \lambda_N \cdot S_{N\text{-gram}}(D, \overline{q})$$

In the current implementation the weights increase linearly with the $N$-gram order, reflecting our intuition that higher order $N$-gram matches should have a higher contribution to the relevance score. No algorithm has been used for tuning the weights (or the linear slope), although this is clearly a promising research direction.

It is important to note that the transcription as well as any text-metadata can be represented as a PSPL with exactly one word per position bin and posterior probability 1.0.

Another important observation is that the PSPL representation facilitates porting of any text information retrieval algorithm to the spoken document retrieval case. For example, the relevance scores calculated according to Eqs. (5) and (6) are very similar to the ones specified in Brin and Page (1998) for text document retrieval, if they were to use the same $N$-gram proximity features that we are. Also, our relevance score calculation, see Eqs. (5)–(7), can easily incorporate the more general proximity features used by Brin and Page (1998).

Only documents containing all the terms in the query are returned. We have also enriched the query language with the “quoted functionality” that allows us to retrieve only documents that contain exact PSPL matches for the quoted query phrases, e.g. the query ‘‘L M’’ ‘‘A S R’’ will return only documents containing occurrences of $L M$ and of $A S R$.

### 3.4. Spoken document ranking in the presence of text meta-data

Spoken documents rarely contain only speech. Often they have a title, author and creation date. There might also be a text abstract associated with the speech, video or even slides in some standard format. Saving hit context information (type of content where the hit occurred) emerges as a natural way to enhance retrieval quality: e.g. a hit in the title is likely to deserve different treatment compared to a hit in some other part of the document.

As mentioned in the previous section, PSPL lattices can be used to represent text content as well, and consequently to naturally integrate the text metadata in a unified search framework.

As proposed in the previous section, we represent documents as collections of segments. To deal with segment types, we introduce an attribute on segments that allows for different segment categories, and which will be transferred to a hit in that particular segment as a “hit-type”. As a first approximation, in our experiments we use different segment type labels for representing the speech content and the text metadata content for a given document. In other cases we may be able to split the text-metadata itself in different sub-categories (such as title, abstract, etc.) using the segment type attribute.

The following section details the use of segment types for relevance scoring.

#### 3.4.1. Relevance ranking considering segment types

Again let’s consider a given query $\overline{q} = q_1 \ldots q_i \ldots q_Q$ and a spoken document $D$. To be more specific, the document $D$ is a collection of segments denoted by $\Theta_D$, where $\Theta_D$ is partitioned in different segment types, see Eq. (8):
When calculating the relevance score of document $D$ with respect to the query $Q$, we first calculate individual scores for the different segment types, $\forall k \in \{1, \ldots, N_D\}$, by:

$$S_{\text{type}}^k(D, Q) = \sum_{N=1}^{O} \lambda_N \cdot S_{\text{N-gram}}^k(D, Q)$$

and the mixing weights are set as explained in Section 3.3.1. The $N$-gram scores are the generalization of Eqs. (5) and (6) for the case of having specific segment types:

$$S_{\text{type}}^k(D, q_i \ldots q_{i+N-1}) = \log \left[ 1 + \sum_{s \in \Theta_D^k} \sum_{l=0}^{N-1} \prod_{l=0}^{N-1} P(w_{k+l}(s) = q_{i+l} | D) \right]$$

Finally, the relevance score for document $D$ is a linear combination of the segment-type specific ones, as shown in Eq. (11). The mixing weights in this expression, $\{\lambda_{\text{type}}^k: k = 1, \ldots, N_D\}$, allow for adjusting the contribution of each segment type to the final relevance score.

$$\hat{S}(D, Q) = \sum_{k=1}^{N_D} \lambda_{\text{type}}^k \cdot S_{\text{type}}^k(D, Q)$$

### 3.5. Pruning techniques

In this section we present the formulation of two pruning techniques for PSPL lattices (Sanchez et al., 2006), whose aim is to allow different precision–recall operation points of the spoken document retrieval system.

#### 3.5.1. Relative pruning

For a given position bin $k$, the relative pruning first finds the most likely entry given by:

$$w_k^* = \arg \max_{w \in \mathcal{W}} P(w_k(s) = w | D)$$

and then it retains the set $W_k$ of PSPL entries at the same bin position whose log-probability is greater than the most likely one minus a predefined threshold $\tau_r$:

$$W_k = \left\{ w \in \mathcal{W} : \log \frac{P(w_k(s) = w_k^* | D)}{P(w_k(s) = w | D)} \leq \tau_r \right\}$$

where $\tau_r$ can take values in $[0, \infty)$.

The $W_k$ entries are renormalized to make it a proper probability mass function and then used to calculate the expected $N$-gram counts, see Eqs. (5) and (6).

This pruning approach reduces the support of the PSPL bin distribution $\{P(w_k(s) = q | D)\}_{q \in \mathcal{W}}$, concentrating the probability mass on the more likely bin entries. Note that when the threshold tends to zero the pruned PSPL is reduced to the PSPL 1-best, which is marginally different from the 1-best of the original word lattice according to our experiments.
3.5.2. Absolute pruning

In this case, the pruning approach considers the PSPL entries whose log-probability is higher than an absolute threshold. More precisely, for a given position $k$ a truncated posterior “distribution” $^5 P(w_k(s) = q | D)$ is used in the process of computing $N$-gram expected counts, see Eqs. (5) and (6):

$$\bar{P}(w_k(s) = q | D) = P(w_k(s) = q | D) \cdot 1 \{ \log P(w_k(s) = q | D) \geq \tau_{\text{abs}} \}$$

where $\tau_{\text{abs}}$ represents the absolute confidence threshold taking values in $(-\infty, 0]$; when $\tau_{\text{abs}}$ is close to zero, the PSPL contains only the bin entries that have high level of confidence; also, some position bins become empty, as confirmed by our experiments.

4. Experiments

We group our experimental results in four broad sections:

(1) a first one describing the experimental setup;
(2) one outlining empirical properties of the PSPL lattices;
(3) one containing experiments on spoken document retrieval that do not use any text meta-data;
(4) a last one describing experiments that evaluate the impact of text meta-data on spoken document retrieval accuracy.

4.1. Experimental setup

We have carried out all our experiments on the iCampus corpus prepared by MIT CSAIL. The main advantages of the corpus are: realistic speech recording conditions—all lectures are recorded using a lapel microphone—and the availability of accurate manual transcriptions—which enables the evaluation of a SDR system against its text counterpart.

4.1.1. Corpus

The iCampus corpus (Glass et al., 2004) consists of about 169 h of lecture materials:

- 20 Introduction to Computer Programming Lectures (21.7 h)
- 35 Linear Algebra Lectures (27.7 h)
- 35 Electro-magnetic Physics Lectures (29.1 h)
- 79 Assorted MIT World seminars covering a wide variety of topics (89.9 h)

Each lecture comes with a word-level manual transcription that segments the text into semantic units that could be thought of as sentences; word-level time-alignments between the transcription and the speech are also provided. The speech style is in between planned and spontaneous. The speech is recorded at a sampling rate of 16 kHz (wide-band) using a lapel microphone.

The speech was segmented at the sentence level based on the time alignments; each lecture is considered to be a spoken document consisting of a set of one-sentence long segments determined this way—see Section 3.4. The final collection consists of 169 documents, 66,102 segments and an average document length of 391 segments.

4.1.2. Lattice generation

We have then used a standard large vocabulary continuous speech recognition system for generating 3-gram ASR lattices and PSPL lattices.

The 3-gram language model used for decoding is trained on a large amount of text data, primarily newswire text. The vocabulary of the ASR system consisted of 110k words, selected based on frequency in the training

---

5 No longer a proper probability distribution.
data. The acoustic model is trained on a variety of wide-band speech and it is a standard clustered tri-phone, 3-states-per-phone model. *Neither model has been tuned in any way to the iCampus scenario.*

On the first lecture L01 of the Introduction to Computer Programming Lectures the WER of the ASR system was 44.7%; the OOV rate was 3.3%. For the entire set of lectures in the Introduction to Computer Programming Lectures collection, the WER was 54.8%, with a maximum value of 74% and a minimum value of 44%; the standard deviation around the 54.8% mean was 6.9.

### 4.1.3. Query collection and retrieval setup

The missing ingredient for performing retrieval experiments are the queries. We have asked a few colleagues to issue queries against a demo shell using the index built from the manual transcription. The only information provided to them was the summary description in Section 4.1.1.

We have collected 116 queries in this manner. The query out-of-vocabulary rate (Q-OOV) was 5.2% and the average query length was 1.97 words. Since our approach so far does not index sub-word units, we cannot deal with OOV query words. We have thus removed the queries which contained OOV words—resulting in a set of 96 queries—which clearly biases the evaluation in our favor. On the other hand, the results on both the 1-best and the lattice indexes are equally favored by this, so the relative performance of one over the other is likely to be the same after dealing properly with the OOV query words.

### 4.1.4. Evaluation metrics

Our aim is to narrow the gap between speech and text document retrieval. We have thus taken as our reference the output of a standard retrieval engine working according to one of the TF-IDF flavors, see Section 3.1. The engine indexes the manual transcription using an unlimited vocabulary. All retrieval results presented in this section have used the standard *trec_eval* package used by the TREC evaluations.

*trec_eval* is unable to deal with the situation where a certain query does not return any relevant spoken documents and yet the reference result on the transcription does list a set of relevant documents for that particular query. To circumvent this limitation, we choose to return all documents in the collection when a query returns no matches and yet the reference file contains it.\(^7\)

One problem with this evaluation framework is that the reference TF-IDF ranking results are not using any proximity information and thus we cannot fully evaluate our ranking framework. A better baseline ranking engine is clearly desirable.

Another problem is that both MAP and R-precision ignore the ranking on the reference side: a document is considered relevant if and only if it contains all the query terms. So a better baseline engine by itself is not enough unless the scoring function is also revised to take into account the ranking of the set of relevant documents.

The PSPL lattices for each segment in the spoken document collection were indexed as explained in Section 3.1.2. In addition, we generated the PSPL representation of the manual transcript and of the 1-best ASR output and indexed those as well. This allows us to compare our retrieval results against the results obtained using the reference engine when working on the same text document collection.

### 4.2. Experiments on position specific posterior lattices

We have generated 3-gram lattices and PSPL lattices using the above ASR system. Table 1 compares the accuracy/size of the 3-gram lattices and the resulting PSPL lattices for the first lecture L01. As it can be seen the PSPL representation is much more compact than the original 3-gram lattices at a very small loss in accuracy: the 1-best path through the PSPL lattice is only 0.3% absolute worse than the one through the original 3-gram lattice. As expected, the main reduction in size comes from the drastically smaller node density—7 times smaller, measured in nodes per word in the reference transcription. Since the PSPL representation introduces new paths compared to the original 3-gram lattice, the ORACLE WER path—least errorful path in the

---

6 Arguably, more motivated users that are also more familiar with the document collection would provide a better query collection framework; the search queries are more along the lines of “exploratory search” rather than “known item search”, an equally important search scenario.

7 Discarding such queries from the test set would unfairly bias the evaluation towards the SDR results.
Another interesting aspect of the PSPL lattices is the bin density—number of word entries per bin—as a function of bin position. One criticism to the PSPL representation is that a word occurrence on a given link is replicated many times in different PSPL bins since there may be paths of different lengths that arrive at the start node of the link containing a given word. This could lead to an approximately linear increase in bin density with the bin index. Fortunately this does not occur in practice: Fig. 2 plots the bin density given that the bin at a given position exists as well as the probability that a bin at a given position exists in some segment. The bin density increases almost linearly with the position for positions between 1 and 35 and then it stays almost constant. As it can be seen from the lower plot, the bin densities are estimated from fewer and fewer segments, so the reliability of estimates for positions beyond 60 becomes questionable.

Table 1
Comparison between 3-gram and PSPL lattices for lecture L01 of the iCampus corpus: node and link density, 1-best and ORACLE WER, size on disk

<table>
<thead>
<tr>
<th>Lattice type</th>
<th>3-gram</th>
<th>PSPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size on disk (MB)</td>
<td>11.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Link density</td>
<td>16.3</td>
<td>14.6</td>
</tr>
<tr>
<td>Node density</td>
<td>7.4</td>
<td>1.1</td>
</tr>
<tr>
<td>1-best WER (%)</td>
<td>44.7</td>
<td>45</td>
</tr>
<tr>
<td>ORACLE WER (%)</td>
<td>26.4</td>
<td>21.7</td>
</tr>
</tbody>
</table>

lattice—is also about 20% relative better than in the original 3-gram lattice—5% absolute. Also to be noted is the much better WER in both PSPL/3-gram lattices versus 1-best.

Fig. 2. PSPL bin density with position (upper plot) and probability that a bin at a given position exists in some segment (lower plot).
The average number of bins per segment\(^8\) is about 25.

4.3. Experiments on spoken document retrieval in the absence of text meta-data

A first batch of experiments aims at evaluating the relative merits of lattice and 1-best indexing and retrieval of speech content in the absence of any other text meta-data. The impact of text meta-data used in conjunction with speech content is evaluated in the experiments reported in Section 4.4.

4.3.1. MAP experiments

We have carried out retrieval experiments in the above setup. Indexes have been built from:

- **\texttt{trans}**: manual transcription filtered through ASR vocabulary
- **\texttt{1-best}**: ASR 1-best output
- **\texttt{lat}**: PSPL lattices

We wish to emphasize that no tuning of retrieval weights, see Eq. (7), or link scoring weights, see Eq. (3) has been performed. Table 2 presents the results. As a sanity check, the retrieval results on transcription—\texttt{trans}—match almost perfectly the reference. The small difference comes from stemming rules that the baseline engine is using for query enhancement which are not replicated in our retrieval engine. The results on lattices (\texttt{lat}) improve significantly on (\texttt{1-best})—17\% relative improvement in mean average precision (MAP).

In order to gauge the sensitivity of the system to the accuracy of the PSPL distribution (Chelba and Acero, 2005), we have experimented with the following variations:

- **\texttt{lat}**: smooth PSPL, lattice link scores are flattened as explained in Eq. (3), \(FLATw = 1.0\)
- **\texttt{raw}**: lattice link scores are not flattened; \(FLATw = LMw\) in Eq. (3)
- **\texttt{noP}**: the words in a given PSPL bin receive posterior “probability” 1.0—resulting in a “hard-index” where more than one word occurs at the same position
- **\texttt{unif}**: the words in a given PSPL bin receive uniform posterior probability \(1.0/#\text{entries}\)

Table 3 presents the results. The retrieval results are very sensitive to large variations in the PSPL distribution. In particular, ignoring the PSPL probability distribution altogether (\texttt{noP}) leads to worse results than using the 1-best. Also, flattening the ASR lattice scores (see Eq. (3)) has a small positive impact on the retrieval accuracy—\texttt{lat} versus \texttt{raw}.

We have also evaluated the retrieval performance when using quoted queries, such as: ‘‘OBJECT ORIENTED’’ PROGRAMMING or ‘‘SPEECH RECOGNITION TECHNOLOGY’’, thus performing phrase search. The quotes were assigned by hand in a plausible way, and queries containing no quotes were discarded, resulting in a set of 70 queries. Only 41 queries returned a set of relevant transcribed documents that was non-empty, and they were used as our final reference answer. Table 4 presents the results of using both PSPL and 1-best representations for the spoken document for retrieval.

\(^8\) The bin density at position 1 is 1 since all lattices must start with SENT\_START, the first word in the recognition network built by the recognizer.
The relative improvement in MAP by using PSPL lattices (lat) instead of 1-best (1-best) is even higher than in the previous case, 26% relative.

The next section attempts to give an intuitive explanation why that would be the case.

4.3.2. Why would this work?

A legitimate question at this point is: why would anyone expect this to work when the 1-best ASR accuracy is so poor?

In favor of our approach, the ASR lattice WER is much lower than the 1-best WER, and PSPL have even lower WER than the ASR lattices. As reported in Table 1, the PSPL WER for L01 was 22% whereas the 1-best WER was 45%.

Consider matching a 2-gram in the PSPL—the average query length is indeed 2 words so this is a representative situation. A simple calculation reveals that it is twice—\( \frac{1}{C_0^{0.22}} \times \frac{1}{C_0^{0.45}} = 2 \)—more likely to find a query match in the PSPL than in the 1-best—if the query 2-gram was indeed spoken at that position. According to this heuristic argument\(^9\) one could expect a dramatic increase in Recall.

Another aspect is that people enter typical N-grams as queries. The contents of adjacent PSPL bins are fairly random in nature, see Fig. 3, so if a typical 2-gram is found in the PSPL, chances are it was actually spoken. This translates in little degradation in Precision.

We thus believe that the PSPL (or a similar representation) could allow for a dramatic increase in Recall at little cost in Precision over the simple baseline obtained by using the 1-best ASR output, even when the ASR WER is as high as the one in this example, namely around 45%.

4.3.3. Pruning experiments

Fig. 4 presents the precision–recall graphs using the relative and absolute pruning techniques presented in Section 3.5. A wide range of threshold magnitudes were used to explore a representative range of precision–recall points in these two pruning settings.

In both scenarios the PSPL bin density increases with the absolute magnitude of the threshold, inducing the following trade-off in precision and recall: on one hand, we have more chances that the unknown document transcription is part of the set of PSPL bin entries for that document, which has a positive impact in recall. On the other hand, we increase the number of non-valid PSPL entries for a document (entries whose word index is not part of the document transcription), which in average has a negative effect in precision. This behavior explains in part the precision–recall evolution presented in Fig. 4 for both techniques. It is important to note

\(^9\) A few factors that work against this argument are: the relative WER performance of PSPL vs. ASR 1-best is not always this good; the actual posterior probability of query terms violates the independence assumption we made, especially when considering an N-gram match.
that the right-most point on the relative pruning curve—relative threshold equal to 0—represents the 1-best results.

Unlike the 1-best approach, both pruning techniques provide an extra degree of freedom allowing for different recall–precision operation points. Their performance is similar in the range of \([0.3,0.7]\)-precision, however, the absolute pruning provides a wider range of precision–recall trade-offs. Finally, Tables 5 and 6 show the mean average precision (MAP) and R-precision as a function of different threshold magnitudes. By overlaying the MAP results on Fig. 4 one can easily see that MAP is a recall-biased metric—the highest MAP value is obtained for the least pruning, which corresponds to the highest recall point on both P/R curves.

Table 5 also shows the index size for various pruning thresholds applied to the PSPL. A good compromise between accuracy and index size is obtained for a pruning threshold of 2.0: at very little loss in MAP one could use an index that is only 20% of the full index.
4.3.4. WER robustness

We believe that the performance gap between the soft-hit (PSPL) and hard-hit (1-best) approaches is proportional to the uncertainty of the document content (in this case associated with the ASR performance), and they tend to be the same when the content is close to deterministic.

### Table 5
Retrieval performance on indexes built from pruned PSPL lattices using the relative thresholding technique, along with index size; 0 threshold represents the result for the 1-best approach

<table>
<thead>
<tr>
<th>$\tau_r$ Pruning threshold</th>
<th>MAP</th>
<th>R-precision</th>
<th>Index size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 (1-best)</td>
<td>0.53</td>
<td>0.54</td>
<td>16</td>
</tr>
<tr>
<td>0.1</td>
<td>0.54</td>
<td>0.55</td>
<td>21</td>
</tr>
<tr>
<td>0.2</td>
<td>0.55</td>
<td>0.56</td>
<td>26</td>
</tr>
<tr>
<td>0.5</td>
<td>0.56</td>
<td>0.57</td>
<td>40</td>
</tr>
<tr>
<td>1.0</td>
<td>0.58</td>
<td>0.58</td>
<td>62</td>
</tr>
<tr>
<td>2.0</td>
<td>0.61</td>
<td>0.59</td>
<td>110</td>
</tr>
<tr>
<td>5.0</td>
<td>0.62</td>
<td>0.57</td>
<td>300</td>
</tr>
<tr>
<td>10.0</td>
<td>0.62</td>
<td>0.57</td>
<td>460</td>
</tr>
<tr>
<td>1000000</td>
<td>0.62</td>
<td>0.57</td>
<td>540</td>
</tr>
</tbody>
</table>

### Table 6
Retrieval performance using absolute threshold pruning of hits at query run-time

<table>
<thead>
<tr>
<th>$\tau_{abs}$ Pruning threshold</th>
<th>MAP</th>
<th>R-precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>–0.1</td>
<td>0.119</td>
<td>0.109</td>
</tr>
<tr>
<td>–0.5</td>
<td>0.241</td>
<td>0.240</td>
</tr>
<tr>
<td>–1.0</td>
<td>0.454</td>
<td>0.467</td>
</tr>
<tr>
<td>–2.0</td>
<td>0.596</td>
<td>0.598</td>
</tr>
<tr>
<td>–5.0</td>
<td>0.626</td>
<td>0.582</td>
</tr>
<tr>
<td>–1000.0</td>
<td>0.620</td>
<td>0.572</td>
</tr>
</tbody>
</table>

Fig. 4. Recall vs. precision for the relative and absolute threshold techniques; 1-best result is highest Precision on the relative pruning curve.
We artificially generated spoken document instances by swapping PSPL lattices with the transcription of the same segment. We do the same for the documents containing the 1-best transcription (by swapping the 1-best segment representation with the actual transcription of the given segment). Conceptually, we decrease the average uncertainty of the word sequence posterior distribution for documents/segments, by making some of those distributions deterministic—a delta function in a particular word sequence when the content is represented by their respective transcription; of course, in the process we decrease the “oracle” error rate (OER) and WER.

We use a “swap probability” to control the number of instances where the segment PSPL lattice is swapped with the actual transcription. In this process we generate different spoken document instances by varying the swap probability in the range \( \{0.1, 0.2, 0.3, \ldots, 0.9\} \). Those instances were used to evaluate performance differences between the PSPL and 1-best retrieval approaches.

In the case of PSPL, we explore the evolution of the precision–recall curves, using the absolute pruning technique as a function of the quality of the spoken content, see Fig. 5. As expected, the area under the P–R curve increases monotonically with the value of the “swap probability”.

The performance of the approach based on 1-best also improves when swapping in correct transcriptions, as can be seen in Table 7 and Fig. 5. In addition, Table 7 presents the performance gap between the PSPL (soft-hits) and the 1-best as a function of the swap probability. For the PSPL we consider the absolute pruning equal to \(-5.0\), which is one of the best scenarios across all the spoken quality content evaluated. These results clearly show that the performance gap between PSPL and 1-best decreases as a function of the quality of the spoken document content; in all cases PSPL outperforms 1-best retrieval.

4.4. Experiments on spoken document retrieval in the presence of text meta-data

This section reports experiments whose aim is to evaluate the impact of text metadata on the retrieval performance when using the PSPL framework presented in Section 3.4.

![Recall vs Precision relationship](image)

Fig. 5. Recall vs. precision curves for the absolute threshold techniques under different spoken document quality conditions; 1-best results are represented by an ‘\(\times\)’ point below their respective recall–precision curves.
4.4.1. Metadata corpus

The iCampus corpus provides titles, abstracts and speaker biographies for each of the Assorted MIT World seminars documents (89.9 h). The relative size of the metadata with respect to the spoken content is less than 1%, in number of transcribed words. Other corpora may contain more text metadata which is also more descriptive, so our exact results may not generalize to different setups. Nevertheless, the general trend should be the same.

4.4.2. MAP experiments

In this analysis we consider two categories of segment types for every document:

- segments of type speech, PSPL lattices generated from the ASR word lattices as presented in Section 3.2;
- segments of type metadata, PSPL lattices generated directly from the text information in which we incorporate all the metadata available for the documents.

For this experimental setting we just consider the section of the corpus that has text-metadata available, namely the MIT World seminars documents (89.9 h). Our choice is thus biased in favor of the metadata-only scenario—many documents do not contain any metadata and thus the speech content is the only hope for being able to retrieve them; we do not include those in our evaluation.

The purpose of this set of experiments is to analyze performance changes as a function of the speech–metadata relative weight in the scoring framework, see Eq. (11); we explore different weight combinations under the following condition: \( \lambda_{\text{type\_speech}} + \lambda_{\text{type\_metadata}} = 1.0 \); note that this allows one to evaluate the limit cases of using only the metadata, \( \lambda_{\text{type\_metadata}} = 1.0 \), or only the speech content, \( \lambda_{\text{type\_metadata}} = 0.0 \), respectively.

Table 8 presents MAP and R-precision values for different weight combinations. As expected, in the process of increasing the relative weight of the metadata segment type with respect to using only the speech segments, there is an improvement in performance. Relative performance increases monotonically with the size of the metadata weight from 1.62% to 2.4%. This can be explained because the metadata content is much more reliable than the speech information and highly related to the content of the associated spoken document. Consequently, giving higher ranking to documents obtained from metadata than from speech improves the ranking performance. Supporting this point, Table 9 shows that precision for the metadata and speech content is 1.0 and 0.32, respectively.

<table>
<thead>
<tr>
<th>Metadata weight</th>
<th>MAP</th>
<th>R-precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 (speech only)</td>
<td>0.6449</td>
<td>0.5905</td>
</tr>
<tr>
<td>0.1</td>
<td>0.6554</td>
<td>0.5999</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6583</td>
<td>0.6022</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6599</td>
<td>0.604</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6606</td>
<td>0.6048</td>
</tr>
<tr>
<td>1.0 (metadata only)</td>
<td>0.1642</td>
<td>0.1408</td>
</tr>
</tbody>
</table>

Table 7

Absolute and relative MAP performance of PSPL and 1-best relevance ranking as a function of the swap probability

<table>
<thead>
<tr>
<th>Swap probability</th>
<th>WER (%)</th>
<th>1-best MAP</th>
<th>PSPL MAP</th>
<th>Performances gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>44.7</td>
<td>0.529</td>
<td>0.6264</td>
<td>18.41</td>
</tr>
<tr>
<td>0.1</td>
<td>40.2</td>
<td>0.6105</td>
<td>0.6601</td>
<td>8.12</td>
</tr>
<tr>
<td>0.2</td>
<td>35.8</td>
<td>0.6414</td>
<td>0.6941</td>
<td>8.22</td>
</tr>
<tr>
<td>0.3</td>
<td>31.3</td>
<td>0.6916</td>
<td>0.7456</td>
<td>7.81</td>
</tr>
<tr>
<td>0.4</td>
<td>26.8</td>
<td>0.7111</td>
<td>0.7654</td>
<td>7.64</td>
</tr>
<tr>
<td>0.5</td>
<td>22.4</td>
<td>0.7631</td>
<td>0.8049</td>
<td>5.48</td>
</tr>
<tr>
<td>0.6</td>
<td>17.9</td>
<td>0.8113</td>
<td>0.8527</td>
<td>5.10</td>
</tr>
<tr>
<td>0.7</td>
<td>13.4</td>
<td>0.8532</td>
<td>0.8747</td>
<td>2.52</td>
</tr>
<tr>
<td>0.8</td>
<td>9.94</td>
<td>0.9049</td>
<td>0.907</td>
<td>0.23</td>
</tr>
</tbody>
</table>
When placing all the weight on metadata segments there is a significant drop in MAP performance. Looking at it the other way, the performance gain obtained by adding the speech content with respect to only considering the metadata is 302% relative. Consequently, adding spoken document information provides a dramatic gain in performance, which should be no surprise given the fact that the metadata constitutes only about 1% of the amount of words in the transcription of speech content.

### 4.4.3. Enriching meta-data

In order to explore the interaction between metadata and speech content and its impact on the MAP performance gain, we enrich the original text metadata by adding the actual transcription of the spoken documents at different sampling rates.

In this case, we consider the speech segment transcription as the atomic sampling unit. More precisely, for every document $D$ we enrich its metadata content by adding metadata segments which correspond to the transcription of some of the speech segments associated with $D$. We thus generate 4 different metadata sets:

- metadata + 1% transcription
- metadata + 4% transcription
- metadata + 8% transcription
- metadata + 10% transcription

Given that we use the actual transcription as a source for the enriched metadata, the entire iCampus corpus can be used for evaluation since we now have metadata for every spoken document in the corpus; we consider the same relative weight between text metadata and speech across all these experiments: $\lambda_{type\_metadata} = 0.8$ and $\lambda_{type\_speech} = 0.2$.

Table 10 presents the relative improvement in MAP for different metadata conditions. It can be easily seen that in all metadata scenarios there is a significant gain in performance by adding the spoken content. In particular, even when the metadata segments account for more than 10% of the transcriptions, the spoken content still provides a relative improvement of more than 200% in MAP. Surprisingly, these results are obtained using an ASR system with high WER (44.7%, Table 1).

### 5. Conclusions, discussion and future work

The PSPL framework provides an alternative way of dealing with the document content uncertainty for spoken document retrieval. This technique explicitly takes into consideration the content uncertainty by means of using $N$-gram expected counts (soft-hits) and at the same time introducing proximity features in the relevance score calculation.
The proposed pruning techniques provide ways of controlling the number of possible entries in the PSPL based on their log-probability. In particular, the absolute pruning provides a way of deciding the level of confidence that the ASR information needs to have for generating the relevance ranking score. This property can be used to adjust precision–recall performance metrics to the particular optimality criterion of a given application or user needs.

The PSPL framework provides better retrieval performance than the 1-best in scenarios with relative high WER. In such cases the 1-best document representation has in fact high variance and by taking into account the confidence of the ASR system into its output, the PSPL better represents the document content. As WER decreases and ASR confidence in 1-best output increases, the PSPL representation converges gracefully towards the 1-best one.

Regarding the incorporation of text metadata, the PSPL approach provides the flexibility to represent both deterministic and stochastic document content. Leveraging this property, we propose a new relevance ranking framework that takes into account the different nature of the information sources available in the retrieval problem—deterministic and stochastic.

Moreover, experimental evidence supports the idea that exploiting the content of the spoken document does indeed provide a significant improvement in performance with respect to a scenario in which only the metadata are used for retrieval.

As for future work items, we would like to develop a scoring framework that uses the ranking on the reference side as well, and not just a binary relevance reference judgment—see Section 4.1.4. Once that is accomplished, the natural next step is to use a reference-ranking algorithm that uses proximity and context features, and not just the current TF-IDF based one.

We also believe that more desirable ways of integrating different types of text metadata and speech content must exist and our naive approach at combining these content streams could be significantly improved; in particular, the interaction between the two pruning techniques outlined in Section 3.5 and the use of text-metadata for spoken document retrieval deserves careful experimentation.

Tackling the OOV problem in an appropriate way is also a must if one aims at deploying such a search engine in the real world.
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