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Abstract

In this paper, we describe how language generation and speech synthesis
for spoken dialog systems can be efficiently integrated under a weighted
finite state transducer architecture. Taking advantage of this efficiency,
we show that introducing flexible targets in generation leads to more
natural sounding synthesis. Specifically, we allow multiple wordings of
the response and multiple prosodic realizations of the different
wordings. The choice of wording and prosodic structure are then jointly
optimized with unit selection for waveform generation in speech
synthesis. Results of perceptual experiments show that by integrating
the steps of language generation and speech synthesis, we are able to
achieve improved naturalness of synthetic speech compared to the
sequential implementation.

� 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Improvements in automatic speech recognition (ASR) have led to many new deploy-
ments of speech-enabled computer interfaces, particularly in telephone-based applica-
tions. In such systems, the quality of speech output impacts user acceptance, and many
commercial human–computer dialog systems are constrained in order to be able to
make use of pre-recorded voice prompts. While applications with very limited capa-
bilities can make use of pre-recorded speech, many applications require more dynamic
response generation which requires speech synthesis. The simple solution is to use a
general text-to-speech synthesis system, but higher quality synthesized speech can be
obtained using a system tailored for the specific domain. Further, the fact that the
language is generated automatically provides an opportunity to pass more information
to the waveform generation module than would be available in unrestricted text-to-
speech synthesis. One example that has often been cited is the annotation of auto-
matically generated syntactic and semantic structure as well as dialog context for
purposes of improved prosody prediction. While this is important, our focus is on a
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different opportunity that takes advantage of advances in concatenative speech syn-
thesis: that is, to provide flexibility to the synthesizer in terms of possible responses.

The key idea is that there is more than one acceptable response at any point in a
dialog. In particular, we take advantage of two main areas of flexibility: choice of
wording and prosodic realization of an utterance. Instead of passing a single text string
(or prosodically annotated text string) to a synthesizer, we pass an annotated network.
Thus, the search for wording, prosody prediction and speech units is optimized jointly.
In other words, instead of predicting a specific word sequence and prosodic realization
first and then searching for units to match that target, our approach effectively makes a
‘‘soft’’ decision about the target words and prosody and evaluates alternative realiza-
tions of a given utterance.

Of course, since providing more flexibility increases the search space, then it also
increases the computational cost and potentially the implementation complexity. Thus,
a key to making this approach practical is implementation using weighted finite-state
transducers (WFSTs). Each step of network expansion is then followed by minimiza-
tion, and both can be implemented using a general purpose toolbox.

In the paper, we propose a general architecture based on: (i) representing a response
in terms of an annotated word network rather than a single word sequence, and (ii)
using a symbolic representation of prosodic structure for annotation. We also describe
a specific implementation using a template-based language generator and a variable-
length unit selection synthesis system. The paper is organized as follows. We will begin
in Section 2 with a review of previous work in the area of language generation and
speech synthesis in dialog systems. The architecture of our system will be described in
Section 3, followed by details of how generation and synthesis can be integrated using
WFSTs in Section 4. Experiments are described in Section 5, and we conclude by
summarizing the key advances and laying out directions for future work in Section 6.

2. Background

This section provides an overview of recent work related to language generation and
speech synthesis in dialog systems. We will start by describing different approaches to
tying generation and synthesis within dialog systems (Section 2.1), followed by a
summary of the key differences in our approach in Section 2.2. Then, in Section 2.3 we
review recent developments in limited domain synthesis that we build on in the work.

2.1. Tying language generation and speech synthesis in dialog systems

The simplistic view of response generation treats natural language generation and speech
synthesis separately. Decisions about text planning and sentence realization are made
ignoring the capabilities of speech synthesis. Decisions about prosodic structure in
speech synthesis are based on simplistic (error prone) text analysis, ignoring any syn-
tactic information that might be available from the process of language generation.
Clearly this strict separation is inefficient, and researchers have long considered the idea
of more tight integration of these modules (Young & Fallside, 1979), often referred to as
concept-to-speech (CTS) synthesis. In recent years, the increasing feasibility of human–
computer dialog systems due to improved ASR performance has prompted the need for
better response generation. As a result, there is growing research activity in the general
area of CTS, particularly for limited domain applications.
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An important motivation for integrating language generation and speech synthesis is
improved prosody prediction. The basic idea is to augment the text output from a
generator with additional information that is a by-product of the generation process.
The key research problem is to determine what types of information – including se-
mantic, syntactic and/or discourse information – that actually leads to improved syn-
thesized speech quality. Several studies have been conducted (Davis & Hirschberg,
1988; Prevost & Steedman, 1994; Steedman, 1996; Pan & McKeown, 1997; Pan &
McKeown, 2000; Hitzeman, Black, Taylor, Mellish, & Oberlander, 1998), though there
is still much to be learned about what linguistic factors are most important for prosody
prediction. An important aspect of these studies is that they leverage generators with
more sophisticated linguistic internal representations. However, few such generators are
used in speech dialog systems; most are hand-crafted template-based generators.

Template-based language generation (Seneff & Polifroni, 2000; Pellom, Ward, &
Pradhan, 2000) involves mapping a semantic frame in a given dialog act directly into a
template utterance assigned to this dialog act and then filling in required values from the
semantic frame. The sequence of words in the template is predetermined by the system
developer. This approach has the advantage of implementational simplicity, greater
control for developer, and predictable output quality. It has the disadvantage that there
is little reuse of tools from one application to another, and there is little (if any) explicit
representation of linguistic structure that might be useful for prosody prediction.

Seneff and Polifroni (2000) overcome the limitation of communicating with prosody
predictionby ‘‘tuning’’ the generator for improved synthesis performance. Insteadof using
plain text, thegenerator communicateswith the synthesizerviaa specialmark-up language
that can include additional information, such as prosodic characteristics of the template,
and synthesis ‘‘shortcuts’’ which allow the developer to bypass the searchwhen desired and
explicitly represent waveform segments. Although this approach requires greater effort
from the system developer, it has a potential for producing higher quality speech output.

Recently, stochastic methods and related data-driven learning techniques have been
introduced into generation systems. An n-gram language model trained on transcribed
human–human speech has been used to generate candidate responses that are subse-
quently filtered to eliminate grammatical errors (Oh & Rudnicky, 2000), and alterna-
tively to score candidate responses for ‘‘quality’’ (Langekilde & Knight, 1998; Galey,
Fosler-Lussier, & Potamianos, 2001). Ratnaparkhi (2000) proposed a statistical
learning approach to produce natural language text directly from a semantic repre-
sentation that could lead to a more useful means of scoring candidate sentences. Work
by Bangalore, Rambow, and Walker (2001) offers the potential to introduce scores at
the sentence planning level. These developments are important for the work reported
here, because they involve generation of multiple responses associated with a score,
which our work can take advantage of. However, because many current dialog systems
are based on template generators, we chose to initially work with the template para-
digm where wording alternatives are unweighted.

Improvements in speech synthesis for response generation have mainly involved
designing unit-selection concatenative systems that are tailored to a given domain,
taking advantage of the fact that a specific application is limited in scope. It has been a
common practice in developing limited-domain synthesis systems to record a large
number of domain-specific prompts. High quality synthetic speech is achieved by
concatenating whole phrases and words with subword units for infrequent or new
words (Yi & Glass, 1998; Donovan, Franz, Sorensen, & Roukos, 1999; Black & Lenzo,

Efficient integrated response generation 535



2000). This requires having a speech corpus that sufficiently covers the generator’s
vocabulary and provides recordings of frequently used words and phrases in the ap-
propriate prosodic context.

2.2. Extensions of the current work

While most work on integrating generation and synthesis has looked at prosody pre-
diction, the focus of this work is primarily on increased flexibility, specifically the use of
multiple alternatives at early stages and joint optimization of choices about wording,
prosodic structure and segment realization. Language generators up to now have been
constrained to produce a single surface representation for each given concept, though in
many cases they actually produce multiple possible sentence realizations. Ignoring
reasonable alternative wordings limits the possibilities for the synthesizer to achieve the
best quality. Natural languages allow a variety of word sequences to represent the same
concept. Provided with alternative wordings, a speech synthesizer can choose which one
to produce, based on the quality of synthetic speech. Similarly, we can take advantage
of the fact that it is often acceptable to use more than one prosodic rendition of an
utterance – even in a specific discourse context (Ross & Ostendorf, 1996). Speech
synthesis can benefit from this prosodic variability by choosing the prosodic structure
that results in the most natural speech output, taking into account both prosodic
structure and concatenative synthesis distortion effects.

Second, we look at the problem of more tightly coupled prosody prediction specif-
ically for the case of template-based generators. Little attention has been paid to
prosody for limited-domain synthesis tied to such generators, with the assumption that
prosody is accounted for in the phrase-size units. However, as complexity of the domain
increases, it becomes impossible to store all responses as phrases, and prosodic structure
must be automatically predicted to achieve natural speech responses. Since syntactic
structure is not explicitly represented in the template generator, we learn the mapping
from different templates to a network of possible prosodic realizations by collecting and
optionally reducing the set of prosodic patterns from different spoken versions of the
template (i.e., with simple word variations). The method relies on a symbolic repre-
sentation of prosody that the data is labeled with. The use of symbolic prosodic labels
in unit selection has also been explored in (Wightman, Syrdal, Stemmer, Conkie, &
Beutnagel, 2000; Taylor, 2000), but for unrestricted text-to-speech synthesis. In addi-
tion to the template prosody module, we also include a generic prosody prediction
module to handle cases that are not covered in the synthesis database.

Introducing flexibility means that there is a bigger search space that makes it possible
to find a better overall response, but a bigger search space has increased computational
costs. Thus, a key to the success of this approach is efficient implementation of the
search process, which we solve using the WFST framework. We build on a large body
of work, which is summarized next. The key difference with respect to other work in our
implementation is the inclusion of multiple levels of the response generation process in
this framework.

2.3. Limited domain speech synthesis and WFSTs

Recently, a growing amount of attention in speech synthesis research has been drawn
toward unit selection methods, based on using dynamic programming to search for
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speech segments in a database that minimize some cost function (Hunt & Black, 1996;
Hon, Acero, Huang, Liu, & Plumpe, 1998; Beutnagel, Conkie, Schroeter, Stylianou, &
Syrdal, 1998; Donovan & Woodland, 1999). The cost function is designed to quantify
distortion introduced when selected units are modified and concatenated. Typically,
there are two components to the unit selection cost function: the target cost, which is an
estimate of distortion that the database unit will be subject to when modified to match
the target, and the concatenation cost, which is an estimate of the distortion associated
with concatenating units that were not originally spoken in sequence. Target and
concatenation costs have mostly focused on segmental distortion, and have included
linguistically motivated distances based on phonetic categories (Yi & Glass, 1998) and/
or spectral distances (Beutnagel et al., 1998; Coorman, Fackrell, Rutten, & Van Coile,
2000). However, acoustic parameters such as fundamental frequency (F0) and duration
are also often used in computing the target cost (Hon et al., 1998).

Because the implementation of unit selection involves a minimum cost search, it is
well suited to using WFST technology. Many areas of language and speech processing
have adopted the WFST formalism (Roche & Shabes, 1997; Sproat, 1998; Mohri,
Pereira, & Riley, 2002), because it supports a complete representation of regular rela-
tions and provides efficient mechanisms for performing various operations on them.
Relations are represented by the states and arcs specified in the WFST topology, where
the arcs carry input and output labels and may have weights (costs) assigned to them.
Given these weights, the application of the WFST entails finding the best (minimum
cost) path through the network. Transducers can be cascaded by means of composition;
their functionalities can be combined by the union operation; and they can be reduced
in size with standard minimization techniques.

The unit selection database can be efficiently represented in the form of a WFST, as
was suggested by Hunt and Black (1996) and implemented by Yi, Glass, and Hethe-
rington (2000), Bulyko andOstendorf (2001b). The basic idea is to have units represented
in the transducer by states, and the arcs carry out the transduction from input target
labels into unit indices with weights derived from the combination of target and con-
catenation costs. Yi et al. (2000) use phones as the fundamental synthesis unit. In order to
constrain the number of links in theWFST, they introduce a series of intermediate layers
of states, where all possible unit transitions are mapped into more general classes based
on phonetic categories, and transition costs between each pair of classes are computed.
The system also incorporates word-to-phoneme conversion in a WFST module. This
module is then composed with the unit selection WFST, allowing conversion of input
words directly into a sequence of database units. In (Bulyko & Ostendorf, 2001b), half-
phone units are used and the space of unit boundary frames is vector quantized to avoid
precomputing concatenation costs between all possible pairs of units. A vector quanti-
zation concatenation network is constructed as a fully interconnected graph, where the
states represent codebook entries and concatenation costs are assigned to the arcs.

In his work, we used words as the fundamental units in the database, hence we
needed to compute few concatenation points and pruning of candidate units was un-
necessary. States representing units were directly connected with weighted arcs; i.e., no
additional network for concatenation costs was needed. Extension to the more general
case that includes subword units is straightforward, but requires a more sophisticated
unit database design, such as those described above. Our system architecture does not
impose constraints on the internal structure of the individual WFST components and
can support a wide variety of unit database designs.
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3. Response generation components

Our response generation system is part of a mixed-initiative human–computer dialog
system that is designed to help people solve travel planning problems, where users can
get information about flights, hotels and rental cars. The complete dialog system is
based on the University of Colorado (CU) Communicator system (Pellom et al., 2000),
with changes only to the response generation components. The CU system uses a client-
server architecture, developed in the DARPA Communicator program with the specific
goals of promoting resource sharing and plug-and-play capability across multiple sites
(Seneff et al., 1998). Under this architecture the system is composed of a number of
servers that interact with each other through the Hub. The behavior of the Hub is
controlled by a simple script. In the paper, we will focus on the aspects involving
communication between the language generation and speech synthesis servers.

3.1. Overall architecture

There may be several modules involved in response generation, from dialog man-
agement and planning to waveform generation. However, because our system cur-
rently makes only very limited use of user preferences, the planning process is
relatively simplistic and is handled by the dialog manager. Thus, there are three main
modules involved in this work: sentence realization, prosody prediction and waveform
generation. (These are implemented as two servers in the current system, with prosody
prediction and waveform generation combined, but this is a choice of convenience
rather than necessity.) As illustrated in Figure 1, the modules communicate by passing
annotated graphs or lattices that get progressively expanded until the final search
process determines the best path through the network. Since the choice of response
may have an affect on the future dialog strategy, the synthesizer needs to inform the
dialog manager and possibly other modules about the final output. (For example, the
knowledge of the specific words in the generated response may be useful for detecting
future error corrections by the user, as observed by Kirchhoff (2001)). Thus, the final
outputs are the synthesized waveform for playback to the user and the best path
through the network.

The lattices passed from the generator to the synthesizer contain arcs that are an-
notated with an index and optionally attributes, as well as weights associated with a

Figure 1. Communication strategy between the language generator and speech
synthesizer.
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cost for that particular arc, if any. At each stage, the lattice may be expanded and/or
further annotated. The representation in terms of a weighted network fits nicely into the
WFST framework, as will be described further in Section 4. Each module has access to
a database for interpreting and further annotating the arc indices and attributes, and
each adds new weights in any further expansion of the network.

The flexibility of the system is improved by having the generator and prosody
prediction module output more than one candidate response. This gives more freedom
to the synthesizer for selecting an utterance that will sound most natural. Generation
of multiple candidate responses also frees the developer from the burden of rede-
signing the synthesizer database every time there is a minor modification to the
generator, since the dynamic search over many alternatives makes it possible to au-
tomatically optimize the system response given a sufficiently rich speech database and
inventory of templates. Moreover, it achieves a tight integration without sacrificing
overall modularity of the system since the generator and the synthesizer are not in-
ternally coupled.

3.2. Language generation

The architecture described above can support any generation mechanism that can
provide weighted alternatives, including all stochastic and hybrid approaches described
in Section 2.1. Here, we build on a system that uses a template generator, which has a
set of pre-determined responses for different dialog states. Depending on the response,
there are empty slots that are filled in with values from the semantic frame provided by
the understanding module. Example responses include:

Will you return to CITY-ORIG from CITY-DEST?
I have you going from CITY-ORIG to CITY-DEST. Is that correct?
Do you have an airline preference?
What time do you want to leave CITY-ORIG?

While the template generator is relatively limited and most current work seeks to go beyond
this framework, it does have the advantage of simplifying the implementation of multi-
lingual systems.

For the template generator, the lattices passed from the generator to the syn-
thesizer contain arcs that correspond to words, phrases or templates, so the anno-
tation on an arc could be a specific word, a phrase index, or a template index with
attached words or values to fill the associated slots. A message from the generator
may also include some dialog state information that may be relevant for prosody
prediction.

The baseline generator provides a single text string to the synthesizer. Our modifi-
cations involved introducing multiple alternatives for a subset of the prompts and
changing the interface from a text string to weighted, indexed lattices. An example of
the alternatives for one prompt is illustrated in Figure 2. We modified seven prompts,
and the resulting networks characterized 2.7 sentence alternatives on average.

The framework provides for the possibility of weighting the different text alterna-
tives. In a template generator, which is hand-crafted, it is not clear how to specify the
weights, so we simply gave all alternatives equal (zero) costs. With a stochastic gen-
erator, one could use grammar probabilities or n-gram scores to determine weights, as
suggested in Section 2.1.
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3.3. Prosody expansion

In addition to generating multiple candidate templates our system supports alternative
prosodic targets for each word string. While it is certainly not the case that any prosodic
realization will be acceptable, there is some degree of variability that is perceived as
natural and appropriate for the context. Anecdotally, it is easy to notice differences in
story readings or dramatic performances. More formal evidence is provided by Ross
and Ostendorf (1996), where it was found that multiple readings of the same text (news
stories) resulted in more than one symbolic representation for the prosodic structure of
most utterances. In our prosodically labeled synthesis database, we find the same
phenomenon. For example, the utterance ‘‘Will you return from Boston to Seattle?’’ had
two prosodic realizations as illustrated in Figure 3. This variety does not appear to be
correlated with location in the dialog because most utterances were not read in the
context of a complete dialog, so presumably the different prosodic renditions are used
by the speaker for variety. Style-related variety is characterized in a non-deterministic
algorithm for prosody prediction proposed by Cahn (1998). Here, we allow statistical
variety, but the joint search means that the overall algorithm is deterministic.

As we are building a constrained domain synthesizer, we can expect much of the
input to resemble the utterances recorded when collecting data. Therefore, we want
our model to precisely describe prosodic structures represented frequently in the
training data in terms of so-called prosodic ‘‘templates’’. The ‘‘templates’’ are not

Figure 2. An example of a word and phrase lattice representing six alternative
wordings of a prompt.

Figure 3. Representing prosodic variability in the form of a network of prosodic
templates. In brackets are ToBI labels for accent and boundary tones.
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stored speech waveforms, but rather a symbolic sequence of words and word ‘‘slots’’
that are associated with symbolic prosodic labels describing pitch accents and phrase
boundary markers. Thus, the templates may or may not correspond to actual phrases
in the synthesis database, depending on the particular words chosen. The candidate
prosody templates are weighted according to their relative frequency in the training
data, using negative log probability as the ‘‘cost’’ of choosing a particular template.
The usefulness of multiple prosody templates was demonstrated in our previous work
(Bulyko & Ostendorf, 2001a).

It is conceivable that none of the prosodic templates has a precise match in the unit
database, either because of the particular choice of words for filling a slot or because
there has been some change to the generator. In this situation, prosody is predicted for
each word using a generic prosody prediction module.1 The new predictor is effectively
used as a back-off mechanism, though it differs somewhat from the ‘‘back-off prosody
prediction’’ suggested by Taylor (2000) in that the implementation is integrated (because
of the WFST implementation) rather than a two stage process.

The ‘‘generic’’ prosody prediction component uses decision trees, following the
method proposed in (Wang & Hirschberg, 1992), Hirschberg (1993) and used in many
studies since then. The features predicted include major prosodic phrase breaks and
associated boundary tones and three types of pitch accents–the same labels as used in
the prosody templates. The features used in prosody prediction were extracted at the
word level, i.e., for each word in the corpus we produced one vector of features de-
scribing the word�s part-of-speech, a function word indicator, and features describing
the word�s position in the syntactic tree and within the prosodic phrase. Given that our
corpus is characteristic of the travel planning domain, we also used two features from
the generator indicating if the word is a city name or a number. The predictor was
trained and evaluated on prosodically labeled synthesis data, as described in Section 5.
We also designed predictors on a standard Radio News corpus (Ostendorf, Price, &
Shuttuck-Hufnagel, 1995), confirming that the accuracy was similar to previously re-
ported results (Ross & Ostendorf, 1996) on the same corpus. In our application, unlike
most prosody prediction work for speech synthesis, the predicted values are not used
directly. At the leaf of the decision tree is a distribution of possible alternatives for a
given context. All cases with non-zero probability are allowed as possible arcs, weighted
according to their negative log probability.

3.4. Waveform generation

The waveform generation module is a constrained-domain concatenative synthesis
system that uses a unit selection framework to incorporate variable size units, from
single words to phrases. The module takes as input the prosodically annotated network,
expands it into target phoneme sequences (annotated with lexical stress and prosodic
markers), and then searches for the lowest cost unit sequence from a synthesis database
that corresponds to a path in the network. The search linearly combines the standard
target and concatenation costs used in unit selection with the other costs included in the
network from previous modules.

In the system implemented for the work, the minimal size units are words, so target
costs are zero for a matching word and infinite otherwise. The concatenation cost

1This idea was proposed but not implemented in Bulyko and Ostendorf (2001a).
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between units Ui and Uj is the maximum distance2 between overlapping frames of
features: maxðd1; d2Þ, where d1 is the distance between the last frame in unit Ui and the
last frame in unit Uj�1 which precedes unit Uj (as the database was naturally recorded)
and similarly, d2 is computed between the first frame in unit Uj and the first frame in
unit Uiþ1 which follows unit Ui. This approach is more robust than computing a dis-
tance between two consecutive frames, because it does not imply continuity at join
points. Motivated by work described by Wouters and Macon (2001), we used a line
spectral frequencies (LSF) representation of frames at unit boundaries. Squared dif-
ferences between individual LSF vector components were weighted by the inverse of the
distance between the adjacent spectral lines. We also included F0 and energy for
computing the concatenation costs, using the same max framework and normalizing the
contribution of these terms so that the average was similar to the LSF average.

Because this is a constrained-domain system, it is possible to get relatively good
quality speech without any waveform modification, and our current implementation
does not include it. However, there are some cases for which it would be useful to add
waveform modification and it is planned for future work.

4. Integrating generation and synthesis with WFSTs

A WFST architecture provides a framework for a flexible and efficient implementation
of the response generation components. The flexibility of WFSTs accommodates the
use of variable size units and different forms of prosody and text generation. The
computational efficiency of WFST composition and finding the best path allows real-
time synthesis, particularly for constrained domain applications. This section gives
details about our approach to integrating language generation and speech synthesis
under a common framework of WFSTs.

It should be clear that a word network can be represented as a finite-state autom-
aton, which is a particular class of finite-state transducers. The process of building
prosody prediction and unit selection WFSTs used for speech synthesis will be de-
scribed in Sections 4.1 and 4.2, respectively. Then Section 4.3 will explain how the steps
of template generation, prosody prediction and unit selection are tightly coupled by
composing the corresponding WFSTs.

4.1. Prosody prediction

The overall modular structure of our finite-state prosody model is summarized in
Figure 4, including two types of WFST models: template prosody which describes
specific prosodic structures in the training data, and general prosody prediction which
predicts prosody for unseen cases. Both prosody prediction models are generated at two
levels: utterance and phrase. At each level the prosody prediction WFST may itself be
produced by composing individual transducers, as in the case of accent and tone pre-
diction at the phrase level. Then, the resulting models at each level (i.e., utterance level
and phrase level) are composed to form the overall prosody prediction WFST. The
order of terms in the composition corresponds to the order of steps during prosody
prediction, i.e., utterance level prosody is generated first and then used as a predictor

2 The idea of using the maximum (vs. the average) was borrowed from Coorman et al. (2000), but the specific
distances used here differ somewhat.
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for the phrase level prosody. Finally, the template and prosody prediction WFSTs can
be combined into a single transducer by means of the union operation. The modular
structure allows other levels of prosodic structures (such as word or paragraph levels) to
be easily added if desired.

The general prosody prediction module is based on decision trees, which can be
efficiently compiled into weighted finite-state transducers. A simple decision tree can be
represented by a WFST with just two states (a start and an end state) and the number of
arcs equal to the number of leaves in the tree times the number of different values that
the output variable can take (as illustrated in Figure 5). The costs in the resulting
WFST should reflect the conditional probability distributions that can be computed at
each leaf when training the tree. As suggested by Sproat (1996, 1998), we used
cðxÞ ¼ � logðpðx j leafÞÞ as the cost function in our experiments.

For cases where there is more than one prosody ‘‘template’’, no prosodic target will
be given zero cost. In this case, it may happen that the template with the higher prosody

Figure 5. A simple decision tree and its WFST representation, where F is a
prediction variable and fs; tg are the possible class labels.

Figure 4. Modular structure of our prosody model, where 	 indicates union and

 indicates composition operations on WFSTs.
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cost has zero concatenation cost (recorded in the database), while the template with the
lower prosody cost has some non-zero concatenation cost. In most cases, we want the
total cost to favor the version that is a complete phrase in the database, so the prosody
costs are scaled so that the concatenation costs dominate the total cost in such situa-
tions. In addition, the costs in the template prosody transducer should also be scaled so
that they are (on average) lower than the cost of the general decision tree-based prosody
prediction, since the templates (when applicable) can presumably model prosody with
greater accuracy than the decision tree. Costs for likely prosodic sequences from the
general model were scaled so that on average they were close to the average concate-
nation cost.

4.2. Unit selection

The units in the synthesis database can be treated as states in the finite state transducer
with the state transition cost given by the concatenation cost. The units can be of
arbitrary size. It is, however, important to match the unit inventory to the output of
the prosody prediction module in order to satisfy necessary conditions for composing
the prosody prediction and the unit selection WFSTs, i.e., the set of output strings from
the prosody prediction WFST must be acceptable as input to the unit selection trans-
ducer. In the case of limited domain synthesis, many of the responses that a text gen-
erator produces are likely to contain phrases that were recorded during data collection.

Figure 6. An example of a finite-state network of targets containing multiple
word sequences and various prosodic specifications. Values in boxes describe
prosody, i.e breaks, accents and tones. Empty boxes correspond to an absence of
any prosodic labels.
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Both words and phrases are indexed directly and treated as units in the database in the
implementation here. For instance in Figure 6, a phrase ‘‘will you return’’ is mapped
into a single arc, and hence as a whole would have an instance in the unit database.
Subword elements of these words and phrases can also be used as units when it is
necessary to be able to synthesize new words.

4.3. WFST composition

WFSTs provide a convenient representation of the different types of targets used in
response generation: text, prosodic structure, and speech units. As explained earlier, the
language generator outputs a network of templates to the synthesizer. Each of these
templates is then mapped into one or more prosodic specifications producing a network
of targets. For example, as illustrated in Figure 2, the system response can either be
‘‘Will you return to Seattle from Boston?’’ or ‘‘Will you return from Boston to Seattle?’’
and each of these word sequences can have various prosodic realizations as shown in
Figure 3. At run time, the word and phrase lattice is expanded by composing it with the
network of prosodic templates and the resulting target, shown in Figure 6, is then
combined with the decision-tree-based word-level prosody prediction module by the
union operation. The resulting network is composed with the unit selection WFST and
the best path through the final transducer determines the output sequence of units. The
composition operation is better than a sequential application of the two transducers
because it allows for a wider search space by not making a hard decision when pre-
dicting prosody. Prior to performing the union and composition operations we mini-
mize the transducers for efficiency.

Each alternative path through the network is weighted according to its relative
frequency in the training data. The weights (negative log probabilities) are linearly
combined in the composition step and assigned to the exit states, represented by double
circles in Figure 6. The relative scaling of costs across these two WFSTs can be tuned
according to a given task. We used informal listening tests in order to obtain relative
scaling factors for each type of cost. However, perceptual experiments may be useful to
better optimize the scaling factors.

The modular WFST architecture makes it easy to add new components to the
synthesizer. For example, one can design a letter-to-sound WFST that models different
pronunciations or simply store a short list of alternatives in a dictionary (actually, a
separate WFST), which would expand the space of candidate units even further, pro-
vided that the unit selection WFST supports subword units.

5. Experiments

This section provides details on our experiments. First, in Section 5.1 we introduce the
corpora that we used. Then, Section 5.2 describes the prosody prediction results. Fi-
nally, Section 5.3 covers our perceptual experiment demonstrating the benefits of
synthesizing from multiple targets.

5.1. Corpora

We implemented the joint prosody prediction and unit selection as the synthesis
component of a travel planning system developed at the University of Colorado
(Pellom et al., 2000). The corpus (approximately 2 hours of speech) contains recordings
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of system responses spoken in isolation by one female speaker. The utterances were
automatically segmented with subsequent hand-correction applied to the word
boundaries. A trained linguist annotated a subset of the corpus (412 utterances) with
ToBI prosodic labels (Silverman et al., 1992). To alleviate the data sparsity and to
lessen the effects of labeling inconsistency we have converted the ToBI labels into a
simplified representation, where pitch accents were compressed into three categories:
high (H�, LþH�), downstepped (!H�, Lþ!H�, Hþ!H�), and low (L�, L�þH). Four
possible types of boundary tones were used (L–L%, L–H%, H–L%, H–H%), but only
major prosodic boundaries (break index 4) were annotated. The corpus was also au-
tomatically labeled with part-of-speech tags (Ratnaparkhi, 1996) and syntactic struc-
ture (Collins, 1996). In concept-to-speech generation, you would not typically need a
parser or a tagger since the generator would provide that information, but the generator
used in this implementation was not designed with this interface in mind. Information
available from the generator included semantic classes (city, number).

5.2. Prosody prediction

The entire data set (2752 words) was randomly split into training and test sets. Three
quarters of the data was used for training the decision trees, and the rest was used for
testing. Prediction results for the symbolic prosodic labels described earlier and a re-
duced class of accented vs. unaccented words are summarized in Table I. Chance
performance was computed by always predicting the most frequent label; all predictors
did significantly better than chance.

By examining the questions used in the trees we found that use of features describing
a word’s position in the prosodic phrase did not improve performance on the test set.
Syntactic features were especially useful for predicting phrase breaks, while the part-of-
speech labels, function word indicator, city name and number flags substantially ben-
efited accent and tone prediction. We also found that break labels were somewhat
useful for predicting accents, and accents as a feature, in turn, improved tone predic-
tion.

While we were able to achieve high accuracy with breaks and boundary tones, accent
tone prediction was not very accurate. This is consistent with the findings of Ross and
Ostendorf (1996) and the view that there is more variability allowed in accent tone type.
Even if we compress all types of accent labels into one category (� presence of a pitch
accent, labeled ‘‘accents-binary’’ in the table), the accuracy is low (74.2%) compared to
the 80–85% accuracy reported for decision tree labeling of binary accents on other
corpora (Hirschberg, 1993; Ross & Ostendorf, 1996). However, we verified that accu-
racy of the decision trees on a Radio News corpus is similar to other results on that

TABLE I. Prosody prediction results, where ‘‘chance’’ performance is
computed by always predicting the most frequent label

Type of prosody and prosodic labels Prediction accuracy
(%)

Chance performance
(%)

Breaks (none, major break) 92.2 81.0
Accents (none, high, low, downstepped) 59.4 46.6
Accents-binary (none, accent) 74.2 53.4
Boundary tones (LL, LH, HL, HH) 86.4 69.9
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corpus (Ross & Ostendorf, 1996). The low accuracy on accent tones provides further
motivation for allowing multiple targets rather than a single one.

5.3. Synthesizing from multiple targets

We constructed prosodic templates (as described in Section 4.1) for several types of
target sentences common to the text generator, each comprised of a sequence of the
compressed ToBI labels. We limited our focus to several types of sentences containing
city names in various prosodic contexts. Through informal interactions with the dialog
system we found that these types of utterances often had incorrect prosody and could
potentially benefit from better prosody prediction.

Twenty target sentences were synthesized by three different methods, outlined in
Table II. Version A made no use of prosody, and hence, the synthesis was driven en-
tirely by the concatenation costs. In version B, each template had only one word se-
quence represented by a single zero-cost prosodic target; all other prosodic alternatives
were weighted according to the word-level prosody prediction performed by the deci-
sion trees as described in the previous section. Finally, in version C, we made use of
alternative word sequences as well as multiple (weighted) prosodic targets. The target
sentences were chosen so that they do not match any single continuously recorded
utterance in the database in its entirety.

We conducted a perceptual experiment, where subjects ranked versions A, B, and C
(relatively) based on their naturalness. There were 16 subjects, all native speakers of
American English, and each ranked all three versions of 20 responses. The subjects were
allowed to play the three versions of each response any number of times in any order.
Scores of equal ranks were allowed in case a subject cannot perceive the difference
between given samples (some are identical) or considers them equally natural. The
order of sentences and of the three different versions for each was randomized. Some of
the subjects were speech researchers but all were naive with respect to the system im-
plementation and corpus. The rankings submitted by one subject were excluded from
the final results because they exhibited a much larger variance than that of other
subjects. Excluding this subject, there were 300 trials in total. However, in several cases
waveforms were identical in versions A and B, so there were in effect only 194 trials for
the A–B comparison.

The results of our perceptual experiments are illustrated in Table III. A pairwise
comparison of the three versions shows that: (1) on average, version B was rated more
natural than version A, indicating that even simple prosody controls can be helpful; and
(2) version C was preferred by the listeners more often than version B, which points out
the benefit of using multiple word sequences and prosodic targets in the template.
Version C was rated the best of all three versions in 202 trials (or 67.3% of the time),
and was at least as good as either A or B in 223 trials (or 74.3% of the time).

TABLE II. Differences in synthesis methods used to produce the three
versions evaluated in the perceptual experiment

Version Word sequences in the
template

Prosodic targets in the
template

Word-level prosody
prediction

A Single None No
B Single Single Yes
C Multiple Multiple Yes
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These results support the main conclusion in Bulyko and Ostendorf (2001a), which
was that it is useful to allow prosodic alternatives in the unit selection search. However,
the experiment design here is somewhat different than our previous work. First of all,
more subjects participated in this experiment (sixteen as opposed to five), and most of
the subjects this time were not speech researchers. In our current experiment, we used
hand-corrected word boundaries, which improved the overall speech quality for all
synthesized versions. Perhaps most importantly, we used a general prosody prediction
module as a back-off mechanism which may have led to the improved performance of
version B over version A, which was not observed for the case of a single prosodic
prediction in the experiment by Bulyko and Ostendorf (2001a).

It is interesting to note that several subjects reported that their scoring was influ-
enced by the alternative word sequences that version C made use of. Sometimes they
strongly preferred one wording over the other hence biasing their scores toward one
word sequence. The latter aspect emphasizes the importance of being able to weigh
alternative word sequences according to user preferences.

6. Discussion

In summary, we have demonstrated that by expanding the space of candidate responses
in a dialog system we can achieve higher quality speech output. Specifically, alternative
word sequences in addition to multiple prosodic targets were used to diversify the
output of the language generator, taking advantage of the natural (allowable) vari-
ability in spoken language. Instead of specifying a single desired utterance, we make a
‘‘soft’’ decision about the word sequence and the prosodic target and let the synthesizer
select the utterance that will sound most natural.

The WFST architecture offers a convenient representation of multiple targets for all
components in the system. The standard operations of union, composition and finding
the best path on WFSTs allow efficient ways of combining the network of targets, the
template and prosody prediction WFSTs, and the unit database at run time, offering
the real-time performance needed for interactive dialog applications. The flexibility of
WFSTs facilitates the use of variable size units and various forms of prosody predic-
tion, hence making it possible to synthesize out-of-domain utterances.

Generation of multiple candidate responses allows the system to automatically op-
timize the output for the best quality, when provided with a rich inventory of templates.
This takes the burden of tuning the language generator to the speech synthesizer away
from the system developer, providing for better plug-and-play capability of the indi-
vidual modules.

TABLE III. Perceptual experiment results

A vs. B B vs. C

Wins Ties Significance
test, P

Wins Ties Significance
test, P

A B B C

59 90 45 0.0122 70 212 18 4:60  10�17

30.4% 46.4% 23.2% 23.3% 70.7% 6.0%

Shown are pairwise comparisons: A vs. B and B vs. C. Significance of the results is measured by the

probability P of sample medians not being significantly different.
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The WFST architecture can easily be extended to include other factors, such as
subword units and multiple pronunciations in the unit selection modules as well as
other types of prosodic information. In addition, it would be of interest to explore the
use of joint search algorithms with stochastic generators, which can provide more
wording choices than explored here, as well as a non-uniform cost associated with each.
Finally, it may also be useful to include user preferences as well as the dialog dynamics
in assigning weights to the different wording alternatives.

We thank Bryan Pellom and the Center for Spoken Language Research at the
University of Colorado for providing the speech corpus, and Lesley Carmichael for
prosodic labeling of the corpus. This material is based upon work supported by the
National Science Foundation under Grant No. (IIS-9528990). Any opinions,
findings, and conclusions or recommendations expressed in this material are those
of the author(s) and do not necessarily reflect the views of the National Science
Foundation.
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